
 

 

 
 
 
 
 
 
29 July 2024 
 
Malaysia: The Malaysian government must halt any hasty decisions on social 
media licensing as it could worsen restric7ons on freedom of expression 
 
ARTICLE 19 and the Centre for Independent Journalism (CIJ) are deeply concerned about the 
recent announcement by the government that a new regulatory framework will be introduced 
on 1 August 2024, with enforcement effecIve 1 January 2025, for social media companies to 
obtain licenses under the CommunicaIons and MulImedia Act (CMA) 1998. This 
development is seen as a direct aNempt to exert control over social media plaPorms, which 
could have far-reaching implicaIons for freedom of expression, as guaranteed in the Federal 
ConsItuIon in Malaysia.  
 
Furthermore, there is a growing apprehension that such regulatory measures could pose a 
significant threat to the fundamental democraIc values that underpin the naIon's 
governance and the underlying principle of CMA SecIon 3(3), which states that “nothing in 
the CMA shall be construed as permi7ng the censorship of the internet”. Civil society 
organizaIons (CSOs), including ARTICLE 19 and CIJ, which have been previously engaged for 
consultaIon, have expressed our concerns to the government regarding the potenIal 
imposiIon of licensing on social media plaPorms to moderate harmful content. We have 
advised the government against hasty decision-making and emphasized the need for 
thorough consideraIon of the implicaIons and stakeholders involved. 
 
AddiIonally, on June 27, 2024, the CSOs issued a leNer to the Prime Minister urging the 
government to prioriIze increased collaboraIon and consultaIon with civil society 
organizaIons and other relevant stakeholders. Their message highlighted the importance of 
inclusive and transparent processes in shaping policies related to social media regulaIon. 
 
Overreach of licensing framework 
 
The licensing system for network and applicaIon services faces a significant challenge due to 
difficulIes in anIcipaIng future needs and developments, and a notable lack of independent 
oversight, which can impact the fairness and transparency of the licensing process. This lack 
of clear guidelines and oversight has created uncertainIes for social media plaPorms.  
 
Consequently, these plaPorms may need to meet specific regulatory requirements and adhere 
to standards set by regulatory authoriIes as part of the license renewal process. This would 
involve a closer working relaIonship between the plaPorms and the regulatory bodies, 
ensuring that they operate by the requirements outlined in the licensing framework. As a 
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result, plaPorms could be more compliant and consent to more removal requests from the 
government instead on focusing on effecIve and Imely content moderaIon.  
 
It is important to note that lack of transparency in the compliance process  gives large 
plaPorms even more power to police what we see, say, and share online—with disastrous 
consequences for public debate, the free flow of informaIon, and democracy. Social media 
networks are a vital space for us to connect, share, and access informaIon. 
 
ARTICLE 19, in a legal analysis of the CMA, repeatedly warned that some of the provisions 
under the CMA are problemaIc and not in line with internaIonal human rights standards. The 
more new regulaIons are in place, the more power the Malaysian CommunicaIons and 
MulImedia Commission (MCMC) has to regulate content and social media companies. We 
have repeatedly raised the issue of using secIons 211 and 233 of the CMA to define harmful 
content. At the same Ime, the provisions have been abused over the years to restrict freedom 
of expression. In principle, we reiterate that SecIons 211 and 233 of the CMA should be 
repealed, as they have an expansive scope and vague interpretaIon. The provisions also do 
not meet the internaIonal freedom of expression standard, especially the three-part test: 
legiImate aim, provided by law, proporIonate, and necessary.1 
 
Pla;orm accountability  
 
ARTICLE 19 and CIJ understand the government’s intent to hold social media plaPorms and 
messaging applicaIon accountable as means of tackling online abuse, hate speech, and other 
problemaIc content, including scams and fraud, that targets children or other online users.  
 
The important step  is to get the social media plaPorms to (i) enhance its community standards 
and guidelines to meet internaIonal human rights standards, including on data protecIon, 
privacy and transparency on use of arIficial intelligence (AI); and (ii) ensure that their content 
moderaIon and removal policies and acIons are effecIve and Imely, done in transparent and 
systemaIc ways, without personal, poliIcal or business biases. Social media plaPorms will 
have to invest in adequate human and language detecIon resources to go beyond automated 
flagging or using AI to detect harmful content.  
 
Thus, the government will have to adopt innovative and alternative means of holding these 
platforms accountable, as any attempts to incorporate these platforms into a more traditional 
regulatory regime are unlikely to be effective and may have unforeseen implications given 
the rapidly growing nature of technology and the global reach of these platforms. Any 
attempts to hold the platforms accountable must ensure that there is meaningful protection 
of the rights of the public, including in not infringing on the users’ freedom of expression.   
 

 
1 Special Rapporteur on the promo2on and protec2on of the right to freedom of opinion and expression noted in 2021 that while Malaysia 
is not a party to the Interna2onal Covenant on Civil and Poli2cal Rights (ICCPR), the content of Ar2cle 19 of the ICCPR is based on Ar2cle 19 
of the UDHR. Thus, it should inform Malaysia of its obliga2ons under interna2onal law. Under Ar2cle 19(3) of the ICCPR, restric2ons to the 
freedom of expression are permissible only when "provided by law" and necessary for "the rights or reputa2ons of others" or "for the 
protec2on of na2onal security or of public order (ordre public), or of public health and morals."  
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Way forward 
It is essenIal to address the lack of transparency regarding the specific requests made by the 
MCMC or other government enIIes to the plaPorms and their responses to these requests. 
The government should avoid unnecessarily regulaIng online content moderaIon and 
licensing social media plaPorms. Any regulatory framework for social media plaPorms must 
be based on principles of transparency, accountability, and the protecIon of human rights. 
This should include requirements to enhance transparency in content moderaIon decisions 
and to improve systems for resolving disputes arising from these decisions.  
 
It is recommended that the government adopt the following: 

1) Establish a social media council which would promote a mulI-stakeholder 
independent regulatory framework;  

2) Set up an independent commiAee to review the root causes of hate speech and 
cyberbullying, and relatedly develop comprehensive plan of acIon, using the Rabat 
Plan of AcIon as the framework; and 

3) Enhance its educaBon and awareness programmes aimed at building a resilient 
society guided by ethical and responsible content creaIng standards, and with 
adequate digital literacy to combat the dangers of harmful content.  

 
In conclusion, to achieve beNer results in countering harmful social media content and 
protecIng users, the government must reconsider its current plan and consult more 
comprehensively with CSOs. This is necessary because effecIvely addressing harmful content 
goes beyond just content moderaIon; it also entails addressing the root causes of issues such 
as hate speech, cyberbullying, and gender-based violence. Engaging with CSOs can provide 
insights into the broader societal and systemic problems that contribute to harmful content 
and help develop more holisIc and effecIve strategies for miIgaIng these challenges. 
 
  
For further informa.on please contact: 
 

1. Ms Nalini Elumalai, Senior Malaysia Programme Officer, ARTICLE 19, 
Nalini.Elumalai@arIcle19.org  

2. Ms Wathshlah Naidu, ExecuIve Director of CIJ, exec_director@cijmalaysia.net  
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